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▪ Plasma disruption

❏ Definition



Fig 1, J.Vega et al, 2022, Nature Physics
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▪ Plasma disruption

❏ General process of disruptions

• The evolution of an unstable current profile leading to the growth of a tearing mode

(m = 2 mode being particularly important)

• The nonlinear growth of the tearing mode

• A sudden relaxation of the equilibrium : current profile being flatten and dramatic loss of 

confinement with a collapse of plasma temperature → Thermal quench (TQ)

• The total current decays → Current quench (CQ)

• The increased toroidal E-field associated with increased plasma resistance generates runaway 

electrons, which carries a large current and sometimes persists after CQ

• Both the loss of plasma energy and the current decay induce currents in the vessel which can 

produce large forces on the vessel.
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▪ Plasma disruption

❏ Characteristics of plasma quench in the KSTAR tokamak

[BAK, J. G., et al. Characteristics of plasma current quench during disruptions in the KSTAR tokamak. 2018]

• There was the linear dependence between ICQR and plasma current less 

than 0.6MA, but ICQR was saturated as increasing plasma current more 

than 0.6MA → exponential structure estimated

• Larger discrepancy between the LCQR and ICQR : due to the long tail at 

the level of less than 30% of plasma current induced by the contribution 

of the Runaway Electrons as reported in JET

• The current quench rate does not linearly depend upon the magnitude 

of plasma current.

* ICQR : Instantaneous current quench rate, evaluated by exponential fit

Upper bound of (
𝒅𝑰𝒑

𝒅𝒕
)𝒎𝒂𝒙 from exponential fit

* LCQR : Linear current quench rate, evaluated by the linear slope

* CQR : Current quench rate
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▪ Plasma disruption

❏ Characteristics of plasma quench in the KSTAR tokamak

[BAK, J. G., et al. Characteristics of plasma current quench during disruptions in the KSTAR tokamak. 2018]

• Due to the long tail, the current quench curve had a double 

exponential decay structure with faster and slower R/L times.

• The slower slope might be due to the formation of the RE plateau at 

the lower plasma current under 0.1MA in the phase of the quench.

• The RE plateau had small slope which was different from the RE plateau 

with almost constant level, reported in the JET.



Introduction

Page 7

▪ Disruption prediction

❏ Importance and Limitation

• Disruption carries large amount of magnetic and thermal energy loss and causes harmful damages on the device.

→ the prediction, avoidance and mitigation of disruption is prerequisite for tokamak fusion.

• Conventional approaches by MHD theory and simulation have remained limitations.

→ Disruption is highly non-linear dynamics with complex interaction of different physical processes.

• Data-driven approaches based on a posteriori observation can be alternative for disruption predictor

▪ Machine Learning : Random Forest, Catboost, Xgboost, Light GBM, GBM, Decision Tree Classifier, SVM

▪ Deep Learning : Neural Network (e.g. FRNN, https://github.com/PPPLDeepLearning/plasma-python)

Disruption predictor model based on Deep Neural Network
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▪ Motivation : Why use video data?

❏ KSTAR IVIS data : Real-time Image sequence (Video) data 

▪ Video data contain spatial-temporal information including time-varying position and 

shape of plasma. 

▪ Vertical Displacement Event may be captured from video directly.

▪ In the computer vision area, there are many implemented codes which show high 

performance with several tasks (e.g. Video Action Recognition, Video Prediction)

▪ Kwon et al used video data to classify the disruptive event and showed the neural network 

recognized disruption image using relative change in brightness from the plasma area.

Giil Kwon et al, Fusion Engineering and Design, 2021
Disruption prediction using Video data



Fig 2, Julian Kates Harbeck et al, 2019, Nature

Introduction

Page 9

▪ Related work

❏ Research for predicting disruptions with deep learning

▪ Paper : Predicting disruptive instabilities in controlled fusion plasmas through deep learning

▪ RNN-based deep learning algorithm with 0-D signals and 1D profiles

▪ Predictive performance : successful prediction of disruption prior to 30ms

▪ Cross-machine experiment also proceeded : D3D, JET(without 1D profiles) 

Fig 1, Julian Kates Harbeck et al, 2019, Nature
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▪ Related work

❏ Expansion and Variation : Application with different Neural Network architectures and data modality (type)
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▪ Prediction and Forecast

• Prediction : Data-driven approach

• Forecasting : Model-driven approach

▪ An estimate of future events from subjective considerations

▪ Probabilistic statement

▪ Based on intuition

▪ The results of predictions are dependent upon unique representations

▪ An estimation of future events by incorporating and casting forward data and systematic manner(physics)

▪ Definitive and specific statement (Deterministic)

▪ Based on statistical model

▪ The results of forecasting are replicable
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▪ Machine Learning and Deep Learning

• Machine Learning : A set of methods that can automatically detect patterns in data → Data representation

• Components : Dataset (Training data + Test data), Probabilistic model, Objective function, Algorithm (How to learn)

• Goal of machine learning : to learn a mapping from input data distribution to output data distribution by optimizing the objective 

function with given dataset and learning algorithms → to Learn probability distribution 𝒑(𝒚|𝒙,𝑫)

• Deep Learning : A subset of machine learning algorithm which use Artificial Neural Network as a function approximator

Introduction : Basic concept
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▪ Machine Learning and Deep Learning

• Dataset : A set of data point collected from given prior data distribution 

• Model : A set of mapping functions which generate the mapping from input data to output data or probability distribution. 

• Objective function :  A set of targets as formal measures of how good the models are. Training or Learning is equal to 

optimization process of objective function. (We also call it as ‘Loss function’) 

• Algorithm : A set of methods for optimizing a well-defined objective function given from the task

▪ Stochastic Gradient Descent (SGD)
▪ Momentum method
▪ Adagrad
▪ Adam

Training process per batch data Simple process for supervised learning

Introduction : Basic concept



Fig 15. from 2022 Review of Data-Driven Plasma Science, Rushil Anirudh et al
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▪ Disruption prediction and Deep Learning 

• To learn the disruption prediction is to learn whether the state of the plasma estimated from the given data is disruptive or 

non-disruptive → Binary classification 

• We can train the neural network with supervised learning

▪ Input : Plasma 0D, 1D data, IVIS data, Tomography …

▪ Output : Disruption probability, Binary label (0 : disruptive, 1 : non-disruptive)

Introduction : Basic concept
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▪ Disruption prediction and Deep Learning 

• The objective for binary classification : to maximize likelihood which means conditional probability of output y with given input x 

• The objective function (loss function) : Cross Entropy Loss

• Maximization of likelihood = Minimization of cross entropy loss

𝑦𝑖 =
exp(𝑜𝑗)

σ exp(𝑜𝑗)
: 𝑃(𝑦𝑖|𝑥𝑖 , 𝜃, 𝐷)

max
𝜃

𝑙𝑜𝑔𝑃(𝑦𝑖|𝑥𝑖 , 𝜃, 𝐷) min
𝜃

−𝑦𝑖log𝑃(𝑦𝑖|𝑥𝑖 , 𝜃, 𝐷)

Introduction : Basic concept
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▪ Issues on Deep Learning 

• The goal of machine learning : to learn general patterns / data distribution with given data

• If we increase model complexity or use few data compared to the model complexity, generalization error increases

• Generalization : Fundamental issue of machine learning about how to discover general patterns from given data

• Overfitting : the phenomenon of fitting closer to the training data than to the underlying distribution (prior distribution)

• Underfitting : the phenomenon of limiting the reduction of training error due to the low complexity of model or small size of data

Fig 3.6.1. from Dive into Deep Learning, Aston Zhang et al

Complexity: low
Sample bias: low

Complexity: High
Sample bias: High

Introduction : Basic concept
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▪ Issues on Deep Learning 

• A good statistical model minimizes the loss by finding the optimal balance between bias and variance

• Factors for underfitting

(1) High bias and low variance (2) Not enough features of training dataset (3) The model is too simple (4) Noise on data

• Factors for overfitting

(1) High variance and low bias (2) The model is too complex (3) Not enough size of training dataset 

Introduction : Basic concept
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▪ Aims of this research

• Step 1. Development of plasma disruption prediction model using Deep Learning

• Step 2. Analysis of the experimental results

• Step 3. Real-time prediction with test shot

▪ KSTAR IVIS Video data : Image sequence data / 210 fps and 480 X 640 resolution 

▪ KSTAR 0D data : Time-series data  / 20kHz sampling rate

▪ Multimodal data : IVIS data + 0D data

▪ Experiment for model comparison 

▪ Experiment for different prediction time

▪ Experiment for different learning algorithms (due to imbalance data distribution)

▪ Image localization with attention rollout

▪ Visualization of the latent vectors for single-modal(Video, 0D) / multi-modal (Video + 0D) data

▪ Continuous prediction with video / 0D / Multimodal data
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▪ Short summary

Neural Network

Disruptive classification

Continuous prediction

Single-modal data (Video, 0D) / Multi-modal data(Video + 0D)
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▪ Method 

• Dataset setup

• Model setup

• Learning Algorithm

▪ KSTAR IVIS Video data : Image sequence data / 210 fps and 480 X 640 resolution 

▪ KSTAR 0D data : Time-series data  / 20kHz sampling rate

▪ Multimodal data : Video data + 0D data

▪ Model for video data: SlowFast / R2Plus1D / ViViT

▪ Model for 0D data:  Self-attention 1D CNN – LSTM

▪ Model for multimodal data (Video + 0D) : Tensor Fusion Network

▪ Objective / Loss function : Cross Entropy Loss, Focal Loss, LDAM Loss

▪ Learning algorithm for imbalance data distribution : Re-Sampling, Re-Weighting, Deferred Re-Weighting

▪ Learning algorithm for multimodal data : Gradient Blending, Deep CCA (not complete)
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▪ KSTAR IVIS data for Video Model (SlowFast, R(2+1)D, ViViT)

T : Duration or Sequence length
H : Height of the image 
W : Width of the image 
C : Channel of the image

• KSTAR In-vessel Visible Inspection System(IVIS) : Video data used for monitoring the plasma in a vessel

• 82 video data with 210 frame per seconds collected from KTSAR IVIS were used for training and evaluation

• We set the last frame as a disruptive event and considered the last second frame as a current quench state.

• 21 frames as sequence length, resize as 128 x 128 due to GPU memory limit 
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▪ KSTAR 0D data for 1D CNN-LSTM model 

T : Duration or Sequence length
C : Number of variables 

• Plasma 0D data : 𝐼𝑝, 𝛽𝑛, 𝛽𝑝, 𝜅,𝑊𝑡𝑜𝑡 , 𝑛𝑒, 𝑙𝑖, 𝑞95, 𝛿𝑡𝑟𝑖

• Different sampling rates from experimental data: 20kHz, 50kHz

• Linear interpolation with constant time interval (=19.04ms, 4 times of video fps)

• Scaling : Robust scaler was used for ignoring anomality
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▪ Muti-modal Dataset for disruption prediction

• KSTAR IVIS video data : 84 frames as sequence length, 4 frames as frame interval 

• Plasma 0D data : same as input data of single-modal model (1D CNN –LSTM) 

• Time-synchronization : Due to delay issue from video capture process induced by the limit of IVIS Cam device, We re-

matched video frames and 0D data from backward with respect to time. 
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▪ Development of plasma disruption prediction model using Deep Learning

• Vision model for KSTAR IVIS video data

▪ Convolutional Neural Network (CNN) - based model : SlowFast, R(2+1)D

▪ Transformer – based model : Video Vision Transformer (ViViT) → Efficient for small dataset with effective regularization

Different objective functions : Cross Entropy Loss, Focal Loss, LDAM Loss

Different learning algorithms : Re-Sampling, Re-Weighting, Deferred Re-Weighting
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▪ Development of plasma disruption prediction model using Deep Learning

• Self-attention 1D CNN – LSTM model for KSTAR 0D data 

Different objective functions : Cross Entropy Loss, Focal Loss, LDAM Loss

Different learning algorithms : Re-Sampling, Re-Weighting, Deferred Re-Weighting

▪ 1D CNN – LSTM model : 1D Convolutional Neural Network (1D – CNN) + Long-short term memory (LSTM)

▪ 1D CNN : To extract spatial components (=correlation between variables)

▪ LSTM : To extract temporal components

▪ Self-attention : Attention mechanism applied to LSTM output
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• Tensor Fusion Network for Multimodal data (Video + 0D data)

▪ KSTAR Multimodal data : Video + 0D data

Different objective functions : Cross Entropy Loss, Focal Loss, LDAM Loss

Different learning algorithms : Re-Sampling, Re-Weighting, Deferred Re-Weighting

Additional : Tensor Fusion Network Architecture, Gradient Blending, Deep Canonical Correlation Analysis (Deep CCA)

▪ Development of plasma disruption prediction model using Deep Learning

Tensor Fusion Network
Element-wise matrix multiplication with different modalities
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• Since the time scale of disruption is relatively short compared to the operation time, there exist severe data –

imbalance (disruptive vs non-disruptive) problem. 

• Uniform class distribution : Cross Entropy Loss is enough → Not effective for long-tailed distribution

▪ Learning algorithms for imbalance data distribution
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• Method for learning imbalanced datasets : Boosting vs Alternative objective functions

• Boosting : Meta learning technique designed to improve classification performance

• Alternative objective functions

▪ Learning algorithms for imbalance data distribution

▪ Re-Sampling :  Over-sampling the minority classes or Under-sampling the frequent classes

▪ Re-Weighting : Assigning weights for different classes or different samples to compensate the importance

▪ Deferred Re-Weighting : 2-stage method (1-stage : training without re-weighting , 2-stage : training with re-weighting)

▪ Focal Loss : reshape the cross entropy with modulating factor 1 − 𝑝 𝛾 to compensate the importance for hard samples

▪ LDAM Loss : reshape the cross entropy for maximizing class margin according to label-distribution

𝐅𝐨𝐜𝐚𝐥 𝐋𝐨𝐬𝐬 = − 1− pi
γlogpi

𝐋𝐃𝐀𝐌 𝐋𝐨𝐬𝐬 = −log
exp(𝑧𝑦 − ∆𝑦)

exp(𝑧𝑦 − ∆𝑦) + σ𝑦≠𝑗 exp 𝑧𝑦
𝑤ℎ𝑒𝑟𝑒 ∆𝑗 =

𝐶

𝑛𝑗
0.25
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▪ Learning algorithms for imbalance data distribution

[Learning Imbalanced Dataset with Label-Distribution-Aware Margin Loss, Kaidi Cao et al, 2019]

• Learning algorithms can generate significant different results with 

general imbalanced dataset (CIFAR, open-source dataset) 

• Learning algorithms also affect the data representation of the neural 

network : more significant for higher feature dimensions + severe 

imbalance distribution
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▪ Learning algorithms for multi-modal data

• Muti-modal networks are often prone to overfitting due to increased capacity : Multi-modalities often cause negative effect

• Different modalities overfit and generalize at different rates : training multi-modal data can cause sub-optimal problems

• Gradient-Blending : Training multi-head model (training single-modal model + multi-modal model)  with additional 

optimization process of overfitting-to-generalization-ratio for blending weights

• Tensor Fusion Networks :  improved architecture to learn intra-modality (uni-modal interaction) and inter-modality 

(interaction between different modality) dynamics

Tensor Fusion Networks for Multimodal Sentiment Analysis, Amir Zadeh et al, 2017
What Makes Training Multi-modal Classification Networks Hard?, Weiyao Wang et al, 2020,
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▪ Data Embedding and Latent vector

• Neural Network transforms raw data into a suitable internal representation or hidden vector with dimension compression.

• The output data computed from NN contains compressed feature information : We call this data as ‘Latent vector’.
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▪ Visualization of latent vectors in 3-dimension space

• We use Principal Components Analysis (PCA) to reduce the dimension of the latent vector to 3-dimension for visualization

• The distance between latent vectors = similarity 

• The distance between disruptive data and non-disruptive data will increase if the model predict and classify the disruptive 

and non-disruptive data successfully.

Prediction time : 9.52ms
F1 score : 0.99

Prediction time : 19.04ms
F1 score : 0.569
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Method : ML pipeline for experiments

▪ Process for training and evaluation
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Method : ML pipeline for experiments

▪ Metrics

• It is important to predict disruptive phase to alert prior to the disruption event without false /missing alarms.

• So, We should monitor both precision and recall score for training and evaluation.

• Precision : the ratio of true positives over the predicted positives

• Recall : the ratio of true positives over the real disruption

• Macro-F1 : Mean of the F1 scores for each class → Main metric for this research

• Confusion Matrix : Error matrix which reports the number of True-Positive(TP), False-Positive(FP), True-Negative(TN), 

False-Negative(FN)
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▪ Experimental setup

• Cross Entropy Loss : Baseline for comparison

• Focal Loss : r = 2, Re-Weighting with inverse class frequency

• LDAM Loss : Rescaling class-dependent margin loss with 0.5, Re-weighting with inverse class frequency

• Training Epochs : 128 for all experiments

• Learning algorithms for use

• Data Properties

▪ Re-Sampling :  Over-sampling the disruptive data

▪ Re-Weighting : Assigning inverse class frequency to weight loss functions

▪ Deferred Re-Weighting : 4-stages Re-Weighting (update 𝛽 and weight  wj =
1−𝛽

1−𝛽
𝑛𝑗

with respect to epochs)

▪ Image size : 256

▪ Crop size : 128

▪ Sequence length : 21 frames for video data, 21 points for 0D data, 84 frames / 21 points for multi-modal data

▪ Augmentation : Flip, Shift, Brightness, Contrast, Blur for video data
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▪ Experiment list

• Video data experiment

• 0D data experiment

• Multi-modal data experiment

▪ Model comparison

▪ Different prediction time

▪ Different learning algorithm

▪ Continuous prediction for test shot

▪ Different prediction time

▪ Different learning algorithm

▪ Continuous prediction for test shot

▪ Different prediction time
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▪ Experiments for disruption prediction only with video data

• Model comparison

• Different prediction time

▪ Video Vision Transformer is effective with relatively small model size and high performance.

▪ We use ViViT for next experiments.

▪ Severe decrease of performance is observed after 19.04ms.

▪ Due to abrupt decrease of precision, it is hard to identify disruption precursor before thermal quench occurs.
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▪ Experiments for disruption prediction only with video data

• Different learning algorithms

▪ Since there is limit to predict disruption prior to over 23.810ms with video data, we compare model performance prior to 

prediction time as 14.286ms with different learning algorithms.

▪ Re-Sampling enhances both precision and recall for predicting disruption in every case while Re-Weighting should be used with 

Re-Sampling or used as Deferred Re-Weighting.

▪ Focal Loss with Deferred Re-Weighting and Re-Sampling reached the best scores.
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▪ Experiments for disruption prediction only with video data

• Continuous prediction for test data - shot 21310

▪ We have shown that the ViViT – based model can predict disruption without false / missing alarms as a continuous disruption 

prediction for shot 21310  from test dataset.

▪ The result below is for prediction time 4.762ms and 14.288ms
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▪ Experiments for disruption prediction only with 0D data

• Different prediction time

▪ With 0D data, it is obvious that the model can predict the disruption with higher precision and recall compared to those for only 

video data → 0D data have more critical features for predicting disruptions

▪ It is shown that predicting disruptions prior to over 57.14ms with 0D data is even possible if ensemble method or cross-validation 

training for larger dataset is applied → Disruption prediction before Thermal Quench
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▪ Experiments for disruption prediction only with 0D data

• Different learning algorithms

▪ We also have compared model performance prior to 57.14ms with different learning algorithms since the realistic minimum 

prediction time for avoidance and mitigation is about 40ms.

▪ Focal Loss with Deferred Re-Weighting  and Re-Sampling or Focal Loss with Re-Sampling reached the high scores.
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▪ Experiments for disruption prediction only with 0D data

• Continuous prediction for test data - shot 21310

▪ We have also shown that the 1D CNN – LSTM can predict disruption without 

false / missing alarms as a continuous disruption prediction for shot 21310  

from test dataset.

▪ Since 1D CNN – LSTM can predict the disruption as early as 57.14ms with high 

performance and relatively small model size,  the real-time disruption 

prediction with 0D data might be more efficient than video data only.

▪ However, 0D data has relatively large time interval with compared to video 

data (about 4 times) which makes practical issue for real-time disruption 

prediction. 

▪ The result below is for prediction time 19.04ms, 57.14ms and 95.2ms.
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▪ Experiments for disruption prediction with multi-modal data

• Different prediction time

▪ Condition : Tensor Fusion Network (ViViT + 1D CNN – LSTM) + Gradient Blending

▪ Disruption prediction performance enhancement : Using multimodal model for disruption prediction can help model 

precision and recall.

( ) : Video Data Only
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▪ Experiments for disruption prediction only with video data

• Visualization for 3D latent space
▪ Using Principal Component Analysis(PCA), We have visualized hidden vectors from the last layer of the Vision Video Transformers

▪ As the accuracy higher, the model separated the disruptive and non-disruptive data more clearly.

▪ With increasing prediction time, the difference between disruptive and non-disruptive data has decreased.

▪ Disruptive precursors or features might not be detected when the prediction time is over 15ms.

▪ Condition : ViViT with DRW-RS and Focal Loss, prediction time as 4.76ms, 9.52ms, 14.28ms, 19.04ms

Prediction time : 4.76ms Prediction time : 9.52ms Prediction time : 14.28ms Prediction time : 19.04ms



ViViT trained by RS-DRW, prediction time : 4.76ms, F1 score : 0.966
Non-disruptive 

ViViT trained by RS-DRW, prediction time : 14.28ms, F1 score : 0.899
Disruptive 
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▪ Experiments for disruption prediction only with video data

• Visualization for attention mapping

▪ We have visualized the attention mapping which implies the 2D image of model weights used for feed-forward process.

▪ The model weights focus on the specific part of the image if the prediction time is short → Some spatial criteria of the plasma 

might be learned from training model by video data.

▪ The model weights just focus on the shape of the plasma more than the other side of the image as prediction time increases



Discussion

Page 49

▪ Experiments for disruption prediction only with 0D data

• Visualization for 3D latent space

Prediction time : 19.02ms Prediction time : 38.04ms Prediction time : 57.14ms Prediction time : 95.8ms

▪ We have also visualized hidden vectors from the last layer of the 1D CNN – LSTM using PCA.

▪ As the accuracy higher, the model separated the disruptive and non-disruptive data more clearly.

▪ With increasing prediction time, the difference between disruptive and non-disruptive data has decreased.

▪ Conditions : 1D CNN - LSTM with DRW-RS and Focal Loss, prediction time as 19.02ms, 38.04ms, 57.14ms, 76.16ms, 95.8ms

Prediction time : 76.16ms
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▪ Experiments for disruption prediction with multi-modal data

• Visualization for 3D latent space
▪ Gradient Blending

▪ Without Gradient Blending
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• In this research, we propose the disruption prediction with video data in KSTAR using Deep Learning.

• We have developed video-based model and shown that predicting disruption from video data is limitedly possible as 

early as up to 15ms. 

• Severe increase of false positive alarms occurs from video-based model when prediction time is over 20ms due to the 

lack of physical information.

• Meanwhile, we have found that the 0D data is important to predict the disruption from the previous experiments based 

on 0D data which implies that it is possible to predict the disruption as early as up to 95ms only with 0D data. 

• Since video and 0D data contains different physical information, we propose multimodal learning using video and 0D 

data which learns features of disruptions from video and 0D data synchronously. 

• We have improved the prediction performance with Tensor Fusion Network and Gradient Blending algorithm.

• In the future, we will proceed additional experiments for large dataset obtained from different devices and proceed the

model compression for real-time disruption prediction from the real experiments.
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